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In the past 15 years, social science has experienced the begmnmgs of a ‘computational revolution’ that is still unfolding. In part this revolution has been
driven by the technological revolution of the internet, which has effectively digitized the social, economic, political, and cultural activities of billions of
people, generating vast repositories of digital data as a byproduct. And in part it has been driven by an influx of methods and practices from computer
science that were needed to deal with new classes of data—such as search and social media data—that have tended to be noisier, more unstructured, and
less ‘designed’ than traditional social science data (for example, surveys and lab experiments). One obvious and important outcome of these dual processes
has been the emergence of a new field, now called computational social science, that has generated considerable interest among social scientists and
computer scientists alike.

What we argue in this paper, however, is that another outcome—less obvious but potentially even more important—has been the surfacing of a tension
between the epistemic values of social and computer scientists. On the one hand, social scientists have traditionally prioritized the formulation of
interpretatively satisfying explanations of individual and collective human behaviour, often invoking causal mechamsms derived from substantive theory.
On the other hand, computer scientists have traditionally been more concerned with developing accurate predictive models, whether or not they correspond
to causal mechanisms or are even interpretable. ‘ ,

In tum, these different values have led social and computer scientists to prefer different methods from one another, and to invoke different standards of
causal relationships or to obtain unbiased estimates of .

theoretically interesting parameters, machine leaming methods are typically designed to minimize total etror on as-yet unseen data. As a result, it is standard
practice for social scientists to fit their models entirely “in-sample’, on the grounds that they are seeking to explain social processes and not to predict

evidence. For example, (a) whereas quantitative methods in social science are designed to identi

outcomes, whereas for computer scientists evaluation on ‘held out’ data is considered obligatory. Convérsely, computer scientists often allow model
cbmplexity to increase as long as it continues to improve predictive performance, whereas for social scientists models should be gfounded in, and therefore
constrained by, substantive theory.

We emphasize that both approaches are defensible on their own terms, and both have generated large, productive scientific literatures; however, both
ap;;roaches have also been subjected to serious criticism. On the one hand, (b) theory-driven empirical social science has been criticized for generating
findings that fail to replicate, fail to generalize, fail to predict outcomes of interest, and fail to offer spluﬁons to real-world problems. On the other hand,
complex predictive models have also been criticized for failing to generalize as well as being uninterpretable and biased. Meanwhile, extravagant claims
that the ability to mine sufficiently large datasets will result in an ‘end of theory’ have been widély panned. How might we continue to benefit from the
decades of thinking and methodological development that have been invested in these two canonical traditions while also acknowledging the legitimacy

of these criticisms? Relatedly, how might social and computer scientists constructively reconcile their distinct epistemic values to produce new methods
and standards of evidence that both can agree are desirable? ‘
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(c) Our position is that each tradition, while continuing to advance its own goals, can benefit from taking seriously the goals of the other. Specifically, we

make two related contributions. First, we argue that while the goals of predictionvand explanation appear distinct in the abstract they can easily be conflated
in practice, leading to confusion about what any particular method can accomplish. We introduce a conceptual framework for categorizing empirical
methods in terms of their relative emphasis on prediction and explanation. In addition to clarifying the distinction between predicﬁve and explanatory
modelling, this framework reveals a currently rare class of methods that integrate the two. Second, we offer a series of suggesﬁdns that we hope will lead
to more of what we call integrative modelling. In addition, we advocate for clearer labelling of the explanatory and predictive power of individual
contributions and argue that open science practices should be standardized between the computational and sdcial sciences. In summary, we conclude that
while exclusively explanatory or predictive approaches can and do contribute to our understanding of a phenomenon, claims to have understood that
phenomenon should be evaluated in terms of both. Considering the predictive power of explanatory models can help to-prioritize the causal effects we
ihvestigate and quantify how much they actually explain, and may reveal limits to our understanding of phenomena. Conversely, an eye towards explanation
can focus our attention on the prediction problems that matter most and encourage us to build more robust models that generalize better under interventions
and changes. Taking both explanation and prediction seriously will therefore be likely to requiré researchers to embrace epistemic modesty, but will advance

work at the intersection of the computational and social sciences.

() Hofiman, JM., Watts, D.J., Athey, S. et al. 2021 “Integrating explanation and prediction in computational social science” Nature 595, 181-188.
















