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Causal Inference

As a primer, consider the fundamental problem of causal inference: We observe an individual (or any unit of analysis)
in one condition alone (treatment or control) and cannot measure individual-level variation in the effect of the treatment (for
authoritative reviews of causal inference in the social sciences, see Morgan & Winship 2007, 2014). We instead focus on an

aggregate average effect that we treat as homogeneous across the population (Xie 2013). (A) In experimental design, we

randomly assign individuals to treatment and control groups and directly estimate the average causal effect by comparing
the mean output between the groups (Imbens & Rubin 2015).
Social scientists now use SML* to identify heterogeneous treatment effects in subpopulations in existing experimental

data. For example, Imai & Ratkovic (2013) discover groups of workers differentially affected by a job training program.
They interact the treatment (i.e., being in the program) with different inputs and use a lasso model to select the inputs that
are most important in predicting increases in worker earnings. Similarly, Athey & Imbens (2016) develop causal trees to
estimate treatment effects for subgroups. Different from standard regression trees in ML** (where one seeks to minimize
the error in predictions, Y ), causal trees focus on minimizing the error in treatment effects. One can then obtain valid
inference for each leaf (subgroup) with honest estimation, that is, by using half the sample to build the tree (select the optimal
partition of inputs), and the other half to estimate the treatment effects within the leaves. Wager & Athey (2018) extend the
method to random forests that average across many causal trees and allow for personalized treatment effects (where each
individual observation gets a distinct estimate). Similarly, Grimmer et al. (2017) propose ensemble methods that weight
several ML models and discover heterogeneous treatment effects in data from two existing political science experiments.

(B) Most empirical work in sociology relies on observational data where we do not control assienment to treatment.

One way to estimate the causal effect in this case is to assume the potential output to be independent of assignment to

treatment, conditional on other observed inputs. Under this so-called selection-on-observables assumption, we can estimate

a causal effect by matching treatment and control groups on their propensity score (that is, the likelihood of being in the
treatment group conditional on inputs). (C) Estimation of this score is well suited to SML as it involves a prediction task

(where the effects of inputs are not of interest). Recent work uses boosting (McCaffrey et al. 2004), neural networks
(Setoguchi et al. 2008, Westreich et al. 2010), and regression trees for this task (Diamond & Sekhon 2013, Hill 2011, Lee
etal. 2010, Wyss et al. 2014) as alternatives to traditional logistic regression.

*SML: Supervised Machine Learning, **ML: Machine Learning,

Molina Mario and Filiz Garip, 2019,Machine Leaming for Sociology, Annual Review of Sociology, 45,2745 (X Y p.34 O— %K)
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